
● Problem: state-of-the-art instance segmentation methods require 
dense annotations

● Goal: an instance segmentation technique trainable from sparsely 
labeled instances

● Approach: embedding-based instance segmentation trained from 
positive-unlabeled (PU) supervision

● Outperforms other embedding-based methods at a significantly 
reduced annotation cost

● Achieves state-of-the-art on the CVPPP benchmark

● Easier to create annotations
● More diverse training set

●
● Introduce differentiable instance selection

● Use differentiable instance selection in auxiliary losses:
○ supervised instance-based loss (labeled set)

○ self-supervised embedding consistency loss (unlabeled set)

Final loss
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Summary

Embedding-based Instance Segmentation

“SPOCO” Method Results

Transfer Learning

Training [1]

Inference:
● HDBSCAN
● Mean-Shift
● Consistency clustering
● Metric graph partitioning
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